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AI in a nutshell



How do babies learn to Walk & Talk?

Examples!

Trial & error!



What about computers?
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What we're used to
Computers execute instructions

The new thing
Computers can learn and think!



Some important terminology
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LLM
(Large Language Model)

GPT
Generative
Pretrained
Transformer

AI
(Artificial Intelligence)

Computer Vision...

Speech recognition...

Image generation....

Etc....

Robotics



How GPT learns
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1. Look at a ton of text
(unsupervised generative pre-training)

2. Lots of humans "train" it 
to be nice and useful

RLHF
Reinforcement
Learning with
Human
Feedback

(supervised discriminative fine-tuning)

All of the Internet basically

Cost: > $100 million
> 1.7 trillion parameters



In AI, we call these "models"
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GPT 4

GPT 3.5

Bard
LLama Claude

.....

.....

They are sprouting like mushrooms.
Different cost, speed, capability, hosting options, ....



There are lots of different types of models
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Text to Text
Explain quantum 
mechanics like to a 
5 year old

Quantum mechanics is like 
magic legos where each piece 
can be in many places and 
shapes at the same time until 
you look at them, and then they 
pick one.



There are lots of different types of models
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Text to Image

An ugly cat
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This is not clipart. Unique images are generated every time!
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"Quantum mechanics is like 
magic legos where each piece 
can be in many places and 
shapes at the same time until 
you look at them, and then they 
pick one."



There are lots of different types of models
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Image to Text

a herd of giraffes and zebras 
grazing in a field



There are lots of different types of models
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Text to Video
"Darth vader 
surfing on 
waves"



Surprise! As model gets bigger, interesting stuff starts to happen.
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Small model
Predict the next 
word

Write articles Medical & Legal advice

Business strategy
Creative writing

Brainstorming Teaching

Summarize text

Personal 
coaching

Make song 
lyricsWrite code

Design 
products

"John fell..." "...down"

Big model
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Try this at home or with your team

Henrik Kniberg

You are a helpful consultant.  

I will explain what our company does, and an 
important challenge that we are facing.

Feel free to ask clarifying questions. Then 
provide a few concrete recommendations, with 
pros and cons. Keep it short.

Are you ready?

This Photo by Unknown Author is licensed under CC BY-
NC

https://freepngimg.com/png/85301-technology-12-ios-iphone-telephony-free-clipart-hd
https://creativecommons.org/licenses/by-nc/3.0/
https://creativecommons.org/licenses/by-nc/3.0/


GPT 4 is 
surprisingly good at 
surprisingly many 
thiungs
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Sweden "Högskoleprovet": 1.9 / 2.0
Better than 99.8% of humans



Why this is a revolution
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We are here

Artificial Intelligence

Human Intelligence

Speed, Quality, 
Learning, 
Knowledge, etc

Capability

Time

For 300,000 years, Homo Sapiens have 
been the most intelligent species on Earth

- capabilities increasing
- speed increasing
- cost decreasing
- limitations disappearing



Mindset
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Nah, AI can't 
do my job.

Nah, we don't 
need AI

Help! AI is 
going to make 
us irrelevant!

Help! AI is 
going to steal 

my job!
AI is going to make 

me insanely 
productive

AI is going to 
make us 
insanely 

productive!



Is <Human Role X> needed in the Age of AI?

In the near term:
Probably Yes.
• to evaluate AI's capabilities and know 

when it makes sense to use it
• to know what to ask, how to ask it, 

and what information to include
• to evaluate the answers
• to compensate for what AI can't do yet

Mid to long term:
Depends on role

Henrik Kniberg

Developer, Doctor, Lawyer, CEO, Project Leader, ....



What's the difference this revolution and previous ones?
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Printing press
Steam power

Telegraph

Fire

Agriculture

The speed!



Nobody fully understands this technology
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And maybe we never will

... but we can still make use of it!
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Building AI-
powered products 

& services



ChatGPT and GPT aren't the same thing
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ChatGPT is a web application
API GPT

GPT is a model that you can access
via an API (and there are different versions)



Using ChatGPT directly, vs building products/services that use the API
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API GPT (or other model)

Your App / Service 
/ Product

Your data

Your users

ChatGPT
(chat.openai.com)

You



Demo
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import {OpenAI} from "openai";
import {config} from "dotenv";
config();
const openai = new OpenAI({apiKey: process.env.OPENAI_API_KEY});

async function main() {
const result = await openai.chat.completions.create({

model: "gpt-3.5-turbo",
messages: [

{"role": "user", "content": "hi there"},
]

})
console.log(result.choices[0].message.content);

}

main();
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Example: AI product 
development on 

steroids
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http://whodunit.kniberg.com
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Prompt used to generate the "DM Info" (dungeon master info)
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Create the context for a crime mystery, for example a murder or a theft. This will be used as a basis for creating a role-playing game 
where the player is a detective seeking to find out who is guilty of the crime.

Setting and style for the mystery: {style}

Include the following factual information. This is for the game leader, so all information should be correct. The game
leader will decide which information to reveal to the player and when.
- A setting. For example an old english manor, a train, a ship, or a wedding party.
- A crime. Describe what the crime was.
- A set of 5-6 characters. This includes the victim of the crime and any characters were at the location and are potential suspects. At least one 
person should be guilty of the crime. For each character, include their name, their appearance and personality, and their relationships with each 
other. It should not be obvious which character is guilty. At least several of the characters should seem suspicious, and might have motive to 
commit the crime. It is also OK if several of the suspects collaborated on the crime.
- Secret truth about the crime. This should be correct and complete information, to be hidden from the player. Who was the criminal? Was he 
or she acting alone? If not, who else was involved and how? If it was a murder, how and where was the victim murdered? What was the 
criminal's motive? Where and when did the crime happen? Where was the victim found? If it was a murder, what was the real cause of death, 
and what was the apparent cause of death? Include any other details that make this mystery interesting. Be very specific and detailed, including 
timestamp and location of each event and each character.
- Guilty characters. List the name of the characters who are considered guilty of this crime.
- Location info. Describe the key locations that are relevant to the mystery. If this is a manor, for example, describe the overall layout of the 
manor and which rooms exist, and a little bit about the area around the manor.
- Plot twists. Describe any potential plot twists that can be triggered by the player interrogating suspects, or the player searching the crime 
scene. For example 'if Jim is told about the hidden necklace, he will break down and admit that he is in love with Jennie'.
- Crime scene description. A detailed factual description of the crime scene. How does it look to the detective? Are there any hidden clues that 
can be found? Where was the body found?



Generated content (hidden from player)
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Generated content (continued...)
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Generated "mystery spec" (used in the web UI)



Auto-generated image prompts are fed to image generation model
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Victorian mansion with an eccentric fusion of 
steampunk modifications and Victorian 
architecture, enveloped in a layer of fog, with a 
grand exhibition hall showcasing steam-powered 
contraptions. Pixel art.",

An elderly nobleman with white hair, dressed in 
Victorian-era clothing and surrounded by 
steampunk gadgets. Pixel art.
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Interrogate each suspect (separate chats)



You are game master for the following mystery:

"""
{dmInfo}
"""

You will role-play as the character {characterName}, being interrogated 
by a detective.

The user is role-playing as the detective carrying out the interrogation.

Respond to all messages in the voice of {characterName}.

Respond in third person, present tense.
For example:
- "I was in my cabin, I always go there after dinner"
- He smiles and leans back. "I was sleeping at the time. But I am happy she is 
gone."

Take into account that character’s personality, motives, and knowledge.

Henrik Kniberg

Interrogation prompt
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Search the crime scene (= "chat" with the crime scene)



Make sure accusation (try to convince the police!)
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Make sure accusation (try to convince the police!)



Epilogue
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AI product development on steroids
GPT was used to
• Decide on architecture, technology, tools
• Write code, debug, clean up, document
• Design (UI & code structure)
• Generate mysteries and instructions for the game 

master.
• Be game master, role-play all the characters and 

events
• Generate images

Henrik Kniberg
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Limitations



API

App

Limitation 1: No access to Internet or other external sources

LLMIs it raining in 
Stockholm?

Is it raining in 
Stockholm?

?!?!???!?!??



Limitation 1: No access to Internet or other external sources
... but you can give it tools to do so! (or send email, order pizza, or whatever)

API

App

LLM
Is it raining in 
Stockholm?

OK I want to call 
getWeather("Stockholm")

Is it raining in 
Stockholm?

btw, I have a 
getWeather function

Done! Here's the 
response (....)

No, it is not raining in 
Stockholm No, it is not raining in 

Stockholm



API Model

btw here is a createFunction function in case you need 
to do something that you can't do

<prompt>

What happens if you give GPT a "createFunction" function?

App

"Do It"

<prompt>
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LLM

Look at the app at  https//github.com/hkniberg.com/test-project.
Change the code so it returns "life is  interesting".

Then commit and push the change.

creating function cloneGitHubRepo()...

creating function editFile()...

OK I have cloned the repo and made the change.
However I don't have the capability to commit

and push to the repositry.
Would you like me to make functions for that?

creating function commitAndPushChanges()...

Yes.

OK I have successfully cloned the repo, made the change, 
committed, and pushed it to the repo.



Limitation 2: Knowledge cutoff

Henrik Kniberg

API
LLM

?!?!??

Summarize the latest 
developments in the 

Ukraine war

GPT: Sep 2021



Like a university student who studied at every university in the 
world, learned the sum of all human knowledge, graduated in Sep 
2021, and then went to sleep ever since.



Limitation 2: Knowledge cutoff
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API
LLM

OK, here is a 
summary: ....

Summarize the latest 
developments in the Ukraine war

Here is a bunch of news articles: 
...

Workaround: Pass in the relevant info
GPT: Sep 2021



LLM
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Limitation 3: No conversational memory

User:  What is the largest planet in 
our solar system?

Assistant: Jupiter

App

User:  What about the smallest one?

Assistant: ?!??!?

API



It's like dealing with a very forgetful person
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Hey Dad, let's do 
something today! OK, how about we 

fishing?

Hey Dad, when shall we 
leave?

Sounds great!

What? Where are we 
going?



It's like dealing with a very forgetful person
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Hey Dad, let's do 
something today! OK, how about we 

fishing?

Hey Dad, we said we'd go 
fishing today.

When shall we leave? 

Sounds great!

We can go now 
if you like!
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User:  What is the largest planet in 
our solar system?

Assistant: Jupiter

App

User:  What is the largest planet in 
our solar system?

Assistant: Jupiter

User:  What about the smallest one?

Assistant: Mercury

Workaround: Include that in the prompt
Limitation 3: No conversational memory

LLM
API



Limitation 4: Limited context size (request + response)
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LLM
T

APIMax context size

User:  What is the largest planet in 
our solar system?

Assistant: Jupiter

(a few thousands words,
depending on model)

User: Write a story about this

Assistant: Once upon a time in the 
bustling cosmic lanes of the Milky 
Way, there floated a majestic and 
grand entity named Jupiter, the 
supreme guardian of the solar 
neighborhood. (.....)

Oh no! Running out of space!

App



Like two people communicating
by passing a single A4 page back and forth

Henrik Kniberg



Limitation 4: Limited context size (request + response)
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LLM
APIMax context size (ex: 8192 tokens for gpt-4 model)

User:  What is the largest planet in our 
solar system?

Assistant: Jupiter

User: Write a story about this

Assistant: Once upon a time in the 
bustling cosmic lanes of the Milky Way, 
there floated a majestic and grand entity 
named Jupiter, the supreme guardian of 
the solar neighborhood. (.....)

User: Summarize this conversation

Assistant: We talked about planet sizes 
and I made a song about Jupiter.

Workaround: Summarize (compress) older parts of the conversation

App



Limitation 4: Limited context size (request + response)
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LLM
APIMax context size (ex: 8192 tokens for gpt-4 model)

User: Summarize this conversation

Assistant: We talked about planet sizes 
and I made a song about Jupiter.

User: OK what about the smallest one?

Assistant: The smallest planet is 
Mercury. Do you want a song about that 
too?

Workaround: Summarize (compress) older parts of the conversation

App



But what if you have more data than can fit?

Henrik Kniberg

Max context lengthYour data LLM
API



But what if you have more data than can fit?
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Max context lengthYour data LLM
API

Pick the data subset that is most important for this request!
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LLM
APIMax context size (ex: 8192 tokens for gpt-4 model)

You are a customer support chat bot. 
You work for XYZ corp, an online book 
store. Always answers politely but with a 
touch of humor. 

Here is relevant data about this customer:
<....>
Here is a selection of FAQ entries that are 
relevant to this conversation.
- Q: ..., A: ...
- Q: ..., A:....

User: Dammit I lost my password again!

Assistant: Oh no, not again! Should I send 
the password reset link to your usual email 
address?

Sample prompt including contextual info and relevant data subset

App



Limitation 5: Cost
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Limitation 5: Cost
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Convert all this 
data from format X 
to format Y

Write a program to convert data 
from format X to format Y.

Here are some examples of data 
in format X, and how it should 
like in format Y.

• Only use AI when it is worth it.
• Select the appropriate model for the job
• If fish is expensive, ask for a fishing rod



AI superpowers, limitations & risks

• All AI models have superpowers, limitations, and risks
• ... although the limitations are continuously being reduced

• Learn how to deal with the limitations & risks
• Tip: AI can help you with that too....

• Use the appropriate tool for the job (leverage the superpowers)

Henrik Kniberg
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Prompt 
engineering = new 

crucial skill for 
everyone



Prompt engineering is = new crucial skill for everyone

• Prompt Engineering = the ability to guide the behavior of an AI model, and get the 
results you need.
• for personal use (ChatGPT and similar)
• and for product/service development (via OpenAI API and similar)

• Great prompts are crafted iteratively, via trial & error.

Henrik Kniberg



Small changes to your prompt make a HUGE difference

Bad prompt

Give me an agenda 
for a workshop.

Good prompt

Give me an agenda for a 
workshop. Feel free to 
ask me any clarifying 
questions first.

Henrik Kniberg

Good prompt

Give me an agenda for a 
workshop.

I'm meeting a 
leadership team at an 
aurospace consulting 
firm. The goal of the 
workshop is figure out 
how they can use AI. 
They are new to this. 
We have 8 people for 4 
hours. 
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Wrapup



GPT = Generative Pretrained Transformer
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Numbers in Numbers out

Text,
Images,
Music,
Video,
.....

Text,
Images,
Music,
Video,
.....



Think of it as a brain-in-the-cloud
that you (and your systems) can talk to
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Learn about its powers, limitations, and dangers.

API
LLM

Your App / Service 
/ Product

ChatGPT (and similar)

Your data

Your users

You

Examples!

Trail & error!

Learn to use it
like you learned to
walk & talk.


